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Abstract

A denial-of-service (DoS)attackis anattemptby a single personor a groupof people to disrupt anonline
service. In abandwidth attack, attackersclog linksor routersby generating a traffic overload. Thiscanhave
seriousconsequencesto companiesthatrely ontheironlineavailability to dobusiness.Theubiquity of tools
to organizeDoS attacks and the determination of somepeople to wreakhavoc make for potential future
problems. This thesisproposesa MUlti-Level Tree for Online Packet Statistics (MULTOPS):an attack-
resistant datastructureenabling routers to detect ongoing bandwidth attacks by searching for significant
asymmetries betweenpacket ratesto andfrom different subnets. Statistics arekept in a treethat dynami-
cally adaptsits shapeto (1) reflectchangesin packet rates, and(2) avoid (maliciously intended)memory
exhaustion. A MULTOPSis suitable to detect thetypeof bandwidth attack thatoccurredon a large scalein
February 2000.To remainundetected, theattacker hasto launch theattackfrom a large numberof distinct
siteswhich makesmounting theattack moredifficult. This will hopefully discourage many attackers.
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To Lisa

“At that timeMichael, thegreatprincewhoprotectsyour people,will arise.Therewill bea

timeof distresssuchashasnot happenedfrom thebeginning of nationsuntil then... Thosewho

arewise will shine like the brightnessof heavens... Many will go hereand thereto increase

knowledge.” (Daniel12:1-4)
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Chapter 1

Intr oduction

A denial-of-service(DoS)attackis amaliciousattemptby asinglepersonor agroup of people to cripplean

onlineservice. This canhave seriousconsequencesfor companiessuchasAmazonandeBaywhich rely on

their onlineavailability to do business.On February 9, 2000, Yahoo, eBay, Amazon.com, E*Trade,ZDNet,

Buy.com,theFBI, andseveralother Websites fell victim to DoSattacks ([1], [2], [3]) resulting in millions

of dollarsin damage. In May 2000thesamefatebefell Slashdot.org [4].

Sophisticated tools to gain root accessto other people’s machinesare freely availableon the Internet

([5], [6]). Thesetoolsareeasy to use,evenfor computer illiterates.Oncea machine is cracked, it is turned

into a “zombie” undercontrol of one“master.” The masteris operatedby the attacker [7]. The attacker

caninstruct all its zombiesto send bogusdatato oneparticular destination. Simultaneously, the resulting

traffic canclog links, cause routersnearthe victim or the victim itself to fail under the load. Similarly, a

phone numbercanbe attacked by letting a handful of people continuously call that number. The type of

DoSattack thatcausesproblemsby generating anoverloadof traffic is known asa bandwidth attack. This

thesis focuseson bandwidth attacks.

Several reasons underlie the absenceof a solution against bandwidth attacks. Both IP and TCP can

be usedasdangerous weaponsquite easily. Sinceall Web traffic is TCP/IP based, attackers can release

their malicious packetson the Internet without beingconspicuous or easily traceable. It is the massof all

packets together that posesa threat rather thansingle characteristicsof individual packets. A bandwidth

attack solution is, therefore,morecomplex thana straightforward filter in a router.

A key problem to tackle whensolving bandwidth attacks is attack detection. Detecting a bandwidth

attack might beeasyin thevicinity of thevictim, but getsmoredifficult asthedistance(i.e., hopcount) to

thevictim increases.In addition, anattack detection mechanism mustbeableto establish thesource(s)of

theattack. Furthermore,any mechanism to detectbandwidth attacks mustbe robust,for it will bea likely

target of attacks itself. In short, a bandwidth attackdetection mechanismmustbe:

� sensitive: detect bandwidth attacks

� accurate: no falsealarms
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� fair : punishattackersonly

� robust: withstand attacks on thedetection mechanismitself

� inexpensive: not induceanunacceptable per-packet overhead

TCP acknowledges the receipt of one or more packets by sending back a packet to the sender. The

bandwidth attackdetection mechanism proposedin this thesisexploits this property of TCP. In addition,

TCP is an “adaptive” protocol: it reactsto the lossof acknowledgementsby decreasing the sending rate.

What follows is that thepacket rateto a certain hostor subnetshould always beproportional to thepacket

ratefr om thathostor subnet. A router observing a certain packet ratein onedirection with a significantly

lower packet ratein theoppositedirection cansuspect that theslower sideis unable to copewith thetraffic

it is receiving andmay, therefore, beunderattack.

This thesis proposesaMUlti-Le vel Treefor Online Packet Statistics(MULTOPS): anattack-resistant

datastructure enabling routers to detect ongoing bandwidth attacks by keeping track of packet rates to

andfrom subnets. A MULTOPScanzoomin on subnetsthat behave conspicuously to gain moreprecise

informationandhelpdetermine thesource(s)of theattack. TheMULTOPSattack detection mechanism is

a novel technique to detect bandwidth attacks that aremounted using unadaptive protocols suchasUDP

andICMP. This coversall February 2000attacks. In mostcases, theMULTOPSbandwidth attackdetection

mechanism fails to detectattacksthataremountedusing adaptive protocolssuchasTCP.

Therestof this thesis is organizedasfoll ows. Chapter2 givesanoverview of DoSattacks. Chapter 3

introducestheconceptsbehind MULTOPSbandwidth detection. Chapter 4 deals with the implementation

of MULTOPS.Chapter5 looks at how well a MULTOPSdetects different bandwidth attacks. Chapter6

givesrecommendationsfor future research. Chapter 7 concludesthis thesis.
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Chapter 2

Overview of DoSattacks

DoSattackscanbedividedinto at least threetypes: (1) exploiting implementation bugs,(2) server resource

attacks, and(3) server bandwidth attacks. DoSattacks that exploit implementation bugs are(in principle)

relatively easy to solveby installing proper patches.

Attacks on server resources(memory, disk space, etc.) are more difficult to stop because they often

exploit legitimate protocol featuresratherthansimplebugs. Suchattacks exploit featuresof applications

or of protocolsabove the transport layer. Exampleattacks against pseudonym mail serversaregenerating

exponential mail loopsor maliciously creating a large numberof pseudonym accountsin a short time [8].

Thesehigh-level DoSattacksmustbehandledby theapplication in question, sinceit is impossible for lower

network or systemlayersto detect or counter thespecific problem.

Attackson server bandwidth areperformedby congesting the victim’s networks with (useless)traffic.

Bugsin routers on the victim’s network cancausethe routers to crash, compounding the problem. Some

attacks generateeasily identifiable packetsthat canbe filtered or rate-limited becausethey never occur in

high volume during normaloperations [9]. More subtly, bandwidth attacks may be causedby traffic that

looksentirely normalexceptfor its highvolume[10]. Usually, bandwidth attacksrequire agroup of attackers

to cooperatein order to generatesufficient traffic.

Therestof this chapter is organizedasfollows. Sections2.1and2.2dealwith somegeneral DoSattack

issues. Sections2.3,2.4,2.5,and2.6describespecific DoSattacks. Section2.7classifiesbandwidth attacks.

Section2.8dealswith somesolutionsthat have beenproposedsofar.

2.1 IP Spoofing

IP spoofingis lying about one’sown IP address.Whenwriting to araw socket,aprogramcanfill theheader

fieldsof anIP packet with whatever it wants.This requiresrootpermissionwhich is alwaysknown to auser

running Linux onaPC.Sincerouting is donebased ontheIP destination addressonly, theIP sourceaddress

canbeanything. In somecases, attackersuseonespecific IP source addresson all outgoing IP packets to

make all returning IP packets—andpossibly ICMP messages—goto theunfortunateownerof thataddress.
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Attackers alsouseIP spoofing to hidetheir location on thenetwork. Section2.3 looksat anattackthatuses

IP spoofingto flood a victim.

Ingr ess/Egressfiltering ([11], [12]) is performedby routersto effectively eliminateIPspoofing. Routers

matchtheIP sourceaddressof eachoutgoingpacketagainst afixedsetof IP addresses.If nomatchis found,

thepacket is dropped.For example,a routerat MIT will only routeoutgoing packetsthathaveanIP source

addressfrom subnet 18.0.0.0/8 (seeAppendix B for anexplanationof this notation). Although IP spoofing

is a nice weapon for attackersto wield, it is in many casesno morethanjust that. As moreattackersare

involvedin anattack, each operatingfrom differentnetworks,theneedfor IP spoofingbecomesless. Ingress

andegressfiltering will make thelife of anattacker moredifficult, but they arefar from beinga panacea.

Stefan Savageet al. have devised a schemecalled IP Traceback [13] that assists in tracking down

attackers post-mortem. Their technique requires routers to probabilistically mark packets such that the

receivingendcanreconstruct theroutethatpacketsfollowed,providedthatenoughpackets weresent.This

techniquelooks very promising, but its mainweaknessis that it only assists in finding attackers;it provides

no protection against bandwidth attacks. IP Traceback is primarily effective by being a deterrent.

2.2 Distrib uted DoSattacks

Onesinglenonspoofing attacker that generatesmoretraffic thanthevictim canhandle is easilyidentifiable.

The defense is to deploy a filter in a router on the victim’s or—preferably—the attacker’s network that

blocks all packetsfrom the attacker. If the attacker randomly spoofs IP addresses, thenan ingress/egress

filtering edgerouter on the attacker’s network will stopmostpackets. That forcesthe attacker to only use

IP addressesfrom her own network for spoofing. Confrontedwith this attacker, the victim is facedwith a

bigger problem. As soon asthe victim knows from which network the attack is coming, a filter could be

deployed that drops all traffic from that specific network. Even though this stops the attack, it alsodenies

serviceto all otherclients on theattacker’s network. This solution is a little blunt, but still constitutes some

progressbecausetherestof theworld remains unaffectedby this filter.

The attacker canget around this filter by launching an attack from different networks. The victim is

now faced with a distributed DoS(DDoS)attack. If the attacker compromises1 machine on � networks,

theneachmachineneeds to generate ����� of therequiredbandwidth to flood thevictim. If � is large (and,

consequently, theamountof traffic generatedfrom eachnetwork small),thevictim cannolonger labeltraffic

from onenetwork asmalicious or benign basedon its relative volume. Installing a filter thatdropspackets

from all suspectednetworksmeansdenying serviceto all usersonall thosenetworksand,therefore,defeats

its own purpose.

The conclusion is that sophisticated attackerswill try to useIP source addressesfrom many different

subnets. To do that, the attacker hasto either find networks without ingress/egressfiltering edge routers,

or launch her attackfrom many different sitesso that eachattacking client cangeneratean inconspicuous

amountof traffic. So far, attackershave not doneany sophisticated IP spoofing. In many casesthey use

12



0.0.0.0as IP source address. The sadconclusion is that many attacks work only becauseingress/egress

filtering is inactive in many routers. However, it seemsonly a matterof time beforemoresophisticated

attacks asdescribedabove will occur.

2.3 Smurf: ICMP flood

A “Smurf” attack [9] is carried out using ICMP. ICMP is a protocol usedfor sending control messages.

ECHOREQUEST andECHOREPLY aretwo suchmessages.UNIX’ s “ping” program, for example, uses

ICMP to measure round-trip delays betweentwo machines.Figure2-1 exemplifiesthis. A sendsanECHO

REQUEST message to B. B replieswith anECHOREPLY message. Thenotation “A � B” representsthe

IP sourceaddressandIP destinationaddressin theIP packet thatcarriestheICMP message.B knowswhere

to send its ECHOREPLY by looking at theIP sourceaddressin thearriving IP packet.

A B

BA

HELLO? A −> B

HELLO! B −> A

Figure2-1: ICMP without IP spoofing

A B

BA C

C
HELLO? C −> B

HELLO! B −> C

Figure2-2: ICMP with IP spoofing

If A spoofs the IP source address, the situation as shownin Figure 2-2 occurs. A sends an ECHO

REQUEST messageto B, but spoofs the IP source addressby using C, not A. As a result, C receives

an ICMP ECHO REPLY from B, seemingly out of the blue. This doesnot posean immediate threatto

C because C can simply discard the message. The situation becomesharmful when A sendsan ECHO

REQUEST to a broadcastaddress.Eachmachineon thereceiving network getstheECHOREQUESTand

eachmachineresponds. If A spoofs the IP source address,an innocent party will receive all the ECHO

REPLYs (seeFigure2-3). Consequently, links androuters to C might getcloggedby all thetraffic.
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A

B1

B2

B3

B4

B5

B1

B2

B3

B4

B5

A

C

C

HELLO? C -> ALL

HELLO! Bx -> C (with x from 1..5)

Figure2-3: “Smurf” attack

“Smurf” attacks work becauseof a bug in many ICMP implementations. A host may never sendan

ECHOREPLY in responseto abroadcastedECHO REQUEST. Unfortunately, many ICMPimplementations

fail to check theIP destinationaddressof theincoming ECHOREQUEST.

IP spoofing is anabsolute necessityfor this attack to succeed. If theattacker fails to spooftheIP source

address,the ECHO REPLY flood will comeback to himself which is similar to shooting into one’s own

foot.

2.4 Trinoo: UDP flood

Trinoo attacks arefar moresophisticatedthan“Smurf” attacks. After compromisinga machine—awhole

science of its own [6]—a small daemon is installed which waits for commands from a master: the com-

promised machine is turned into a zombie. Communication betweenthe masterandthe zombiesis often

encryptedsoasto complicatemattersfor network intrusiondetectors. At any point in time, themastercan

instruct all thezombies to startsending UDPpacketsto onedestination.

2.5 SYN flooding

Normal establishment of a TCP connection requires three packets to be sentbetween the client and the

server: (1) a client sends a SYN packet, (2) the server allocatesa TCP control block and sends back a

14



A B

BA

BA

BA

SYN

SYN/ACKSYN

Available connections: 94. Half-open: 6. Established: 0.

SYN/ACK

Available connections: 91. Half-open: 9. Established: 0.

Available connections: 97. Half-open: 3. Established: 0.

Available connections: 100. Half-open: 0. Established: 0.

SYN

Figure2-4: SYN flood

SYN/ACK packet,and(3) theserverwaitsfor anACK to comeback from theclient. This is called a 3-way

handshake. As long astheACK from step3 hasnot comebackto theserver, theconnection is in half-open

state. Whenno ACK comesback from theclient at all, theconnectionremainsin half-openstate until TCP

timesout aftera few minutes. WhenTCPtimesout, theallocatedcontrol block becomesavailable again.

A simpleattack (seeFigure2-4) is for A to continuously sendSYN packetsin spoofed IP packets. The

SYN/ACK packetswill go to an innocentthird party (who will drop them)andthe required ACK packets

never get sentby anyone. This will cause� to run out of TCPcontrol blocks very fastwith all available

connections in half-openstate.A server without any available TCPcontrol blocks is unable to accept any

moreincoming TCPconnections.

Severalsolutionshavebeenproposedfor solving SYN floods: loweringtheTCPtimeout, increasingthe

numberof TCPcontrol blocks,SYN cookies[14] thateliminate theneed to storeinformationon half-open

connections,andspecial firewalls thatbuffer SYN packets.

2.6 Stealth bombs

To remainfilter-proof, the next generation of bandwidth attacks might simply generatea hugeamount of

normalTCP/IP traffic. A JavaScriptrunning in abrowserthatpopsupa few dozenwindowseachfetchinga

Webpagefrom oneservermeanscertain death for thatserver if a few thousandpeople arewilling to run this

script in their browsersimultaneously [10]. Sucha script could easily spreadby meansof self-replicating

e-mailviruses.

We make a distinction betweena Stealthbombanda flashcrowd. A flashcrowd is a groupof benign

clients that overload oneWeb server or link closeto the Web server by causing too muchtraffic. A Web

server displaying the results of the SuperBowl finalson a Webpageis very likely to besubjectedto such

15



not distrib uted distrib uted
no spoofing spoofing

adaptive Stealth n.a. D-Stealth/Flashcrowd
unadaptive Flood Flood+ D-Flood

Figure2-5: Bandwidth attack classification

a scenario. A flashcrowdis similar to a SYN flood in the sensethat it canexhaust all the available TCP

control blockson theserver. It differs from aSYN flood in that therequired 3-way handshake to establish a

TCPconnection progressesnormally.

2.7 Bandwidth attack classification

Many different types of bandwidth attacks exist. For later use,a convenient classification of bandwidth

attacks is chosen;seethetable in Figure2-5. “+” indicatestheuseof spoofing; “D-” indicatesa distributed

attack. This classification usesthree properties: protocol-type,distribution,andwhetheror not IP spoofing

is involved. An adaptive protocol is one that adjusts its ratewhenpackets get lost. TCP is an adaptive

protocol. Examplesof nonadaptive protocolsareUDPandICMP.

No distinction is madebetween adistributed attack with spoofingandadistributed attack without spoof-

ing. Onecould alsoarguethatanondistributed attack with spoofing andadistributedattackareof thesame

type, too. Fromthevictim’spoint of view this is true, but in chapter5 wewill show that, from aMULTOPS

point of view, they aredifferent.

SYN floodsarenot bandwidth attacks, but ratherserver resourceattacks. SYN floodsdo not fit in this

classification.

2.8 Solutions

Ingress/egressfiltering andIP Traceback aremethodsto dealwith attackersthatuseIP spoofing. Both are

describedin section 2.1.

A Cisco white paper [15] explains how to usea Cisco router to characterize an attack and how to

reconfigure the router to minimize the negative effects. Unfortunately, in someFebruary2000attacks, it

wasnot a server thatcrashedunder theload, but rather anupstreamrouter. In somecases,themachine that

wassupposedto stopbandwidth attacks crasheditself [16].

TheIETF is currently writing adraft thatproposesa new ICMP message type: ICMP Traceback. These

tracebackmessagesshould help solve bandwidth attacks. When forwarding packets, routers can,with a

low probability (1/20000), generatea tracebackmessagethat is sentalong to thedestination. With enough
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tracebackmessages from enoughroutersalong thepath,thetraffic source andpathcanbedetermined[17].

Unfortunately, this ideahasseveralproblems:

� Routers that support thesetraceback messages needto be widely deployed before the victim can

actually tracebackpackets to their source.

� Attackerscangeneratetracebackmessages,too. The IETF fails to describe a proper authentication

mechanismfor tracebackmessages. Authentication implies encryption. Encryption implies compu-

tation, which leadsto a vulnerability for resource (CPU)attacks. Attackers could sendmany bogus

tracebackmessagesto ahostthatwill, consequently, spend mostof its timedecryptingthesemessages.

� Routers assist theattacker by adding morepacketsto theflood.

� The victim of a bandwidth attackmight not receive enough traceback messagesbecausethey might

getdroppedby overloadedrouters.
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Chapter 3

Designof MULTOPS

This chapterdealswith thedesign of MULTOPS.Chapter4 deals with its implementation.

3.1 Overview

A MULTOPSis a datastructure designed to keeptrack of aggregatepacket ratesto and from different

subnets. MULTOPSshould be deployed in routers (seeFigure3-1). A MULTOPSis a treewherenodes

in higher layersin the treecontain aggregatepacket ratesto andfrom subnetsof increasingsize. Nodesin

the deepest level of the treecontain packet ratesto andfrom single hosts. More precisely: the root node

containspacket rates to andfrom subnetswith netmask 8. Childrenof theroot nodecontain packet ratesto

andfrom subnetswith netmask 16. Nodesin thebottom layer contain packet ratesto andfrom singlehosts.

SeeAppendix B for anexplanationon netmasks andtheir notation.

A MULTOPS is suitable for detecting bandwidth attacks by using a significant asymmetryin packet

ratesto andfrom a certain subnet asanindicationfor anattack on or from thatsubnet. This is basedon the

assumption that theTCPpacket rateto a hostor subnet is alwaysproportional to thepacket ratefrom that

hostor subnet.

The shapeof the tree is determinedby packet rates. If the packet rate to or from a subnet exceeds a

certain threshold, a node is created to keep track of packet rates for subnetswithin that subnet. Similarly,

a nodeis destroyed if the aggregatepacket rate to and from the associated subnet falls below a certain

threshold. This mechanismenablesa MULTOPSto zoom in andout on subnetsdynamically.

A MULTOPSis primarily effective aspart of a mechanism to detectFlood andD-Flood attacks, i.e.,

attacksusing anunadaptiveprotocol without IP spoofing. To successfully detect otherattacks,collaboration

betweenrouters is required.
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Internet MIT
ISP

Harvard

VU

MULTOPS-equipped router

Figure3-1: Locationof MULTOPS-equippedrouters

3.2 Assumptions

A few assumptionsaboutbandwidth attacksaremadein thisthesis. Theseassumptionsapply to theFebruary

2000attacks.

The attacker(s) and the victim are separated by at least onerouter. This assumption

coversall February andMay 2000 attacks.

In the normal case, packet ratesbetweentwo hostsare symmetric. Wesaythatpacketratesbetweenhosts	
and � aresymmetricwhenthe packet ratefrom

	
to � is equal to the packet ratefrom � to

	
timessomeconstant 
 . In other words:thepacket rateto ahost is proportional to thepacket ratefrom

thathost. Whatfoll ows is thatpacket ratesbetweentwo subnetsarealsosymmetric.

Although this assumptiondoes not full y cover reality, it doesapply to hosts that communicatewith

commonly usedTCP implementations. TCP acknowledges the receipt of one or more packets by

sending backanACK packet. For example, a client thatreceivesa Webpagefrom a server will send

backACK packets for TCPpacketsthat comefrom theserver. SomeTCPimplementations send an

ACK packet for every receivedpacket, others sendoneACK packet for 
 receivedpackets. Neither

violatesthis assumption.

Thisassumptionalsoappliesto hoststhataresending back andforth ICMPECHOREQUEST/REPLY

messages.
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What follows from this assumptionis that asymmetricpacket ratesarean indication of unusualbe-

havior.

Routesthr ough MULTOPS-equipped routers are symmetric and stable In thiscontext, asymmetric route

meansthat if packets going from
	

to � go through router � , then packets from � to
	

also go

through � . If this is not true, then—obviously—a router cannot detect asymmetriesin packet rates.

Besides being symmetric, routesareassumedto bestable, i.e., routes do not changemorethan once

every few minutes.

Thedetails of keeping track of packet rates will bediscussedshortly.

3.3 Data structur e

A MULTOPSis a treeof nodes.Every node has256recordswith 2 fieldsto keep trackof aggregatepacket

ratesto andfrom subnets within a certainsubnet. The treeis at most4 levels deep. Level 0 containsthe

root node only. The root nodecontainsaggregatepacket ratesto andfrom 8-bit prefix subnets (0.0.0.0/8,

1.0.0.0/8, �
�
� , 255.0.0.0/8). A nodeon level 1 keeps track of aggregatepacket rates to and from 16-bit

prefix subnets. A node in level 2 containsaggregatepacket ratesto andfrom 24-bit prefix subnets. Level

3 containspacket rates to andfrom single hosts. Figure3-2 shows a MULTOPS.Thenode labeled“N130”

keeps track of aggregatepacket ratesto andfrom subnets 130.0.0.0/16,130.1.0.0/16, �
�
� , 130.255.0.0/16.

Node“N130.37.24” keepstrackof packetsrates to andfrom singlehostswithin subnet130.37.24.0/24. See

Appendix B for anexplanationof this notation.

Nodesarecreated anddestroyed in real time to reflect changesin packet rates. When the aggregate

packet rateto or from subnet � exceedsacertain threshold,achild node is created undertherelevant record

to keep trackof packet ratesto andfrom all subnetswithin � . This “unfolding” cancontinuedown to level

3 in the tree. Whenpacket rates go down, relevant partsof the treearedestroyed (“ folding”) to minimize

memoryconsumption andto avoid the overhead of updating packet ratesthat arenot of interest. Folding

andunfolding aretheessential mechanismsin a MULTOPS.

3.4 Algorithm

Whena routergetsa packet, it extracts thefirst byte of thesource addressof thepacket anduses this value

asan index to find the appropriate record in which it updatesthe aggregatepacket rate fr om all addresses

with thesameprefix. Whena packet passesthrough therouterin oppositedirection, therouter extracts the

first byte of thedestination addressto find theappropriate record in which it updatestheaggregatepacket

rateto all addresseswith thesameprefix. If either rateexceeds a certain threshold, a pointer in that record

points to a child (or, if not,a child is created) thatkeeps track of all subnetsthatshare thesameprefix. The

second byte from theaddressis usedasanindex in this child nodeto find andupdatetheaggregatepacket

rate.This process cancontinuedown to level 3 in thetree(seeFigure3-2).
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Figure3-2: MULTOPS

A MULTOPSkeepstrack of packet ratesto and from subnets. This requiresa notion of direction. A

router on the edgeof subnet � canact in two different waysfor eachpacket it is forwarding to � : (1) it

alwaysupdatesthenumbersthatkeep track of packet rates to � , or (2) it alwaysupdatesthenumbersthat

keeptrack of packet ratesfr om thesourcehost(or sourcesubnet). A router that usesmethod 1 is in outside

protection mode.A router thatusesmethod 2 is in inside protection mode.

Thedifferencebetweeninsideandoutsideprotection modeis importantwhenthesource(s)of theattack

needto be determined. This is bestexplained using the following example. If MIT’ s router is running

in outside protection mode,the router usesthe destinationaddressof outgoing (i.e., coming from MIT’ s

network) packetsandthesourceaddress for incoming (i.e., going to MIT’ s network) packets to searchand

update packet ratesin the MULTOPS. In this case, packet ratesfor subnetswith prefix 18.0.0.0/8areall

zerobecausenomachinewith thisprefixexistsoutsideof MIT’ snetwork. If MIT’ sedgerouter is running in

inside protection mode,therouter uses thedestination addressof incomingpacketsandthesource address

of outgoing packets. Packet ratesfor subnetswith prefix 18.0.0.0/8 will be the only non zero valuesin

theMULTOPS. In this example, whena bandwidth attack is launchedfr om MIT’ s network, a MULTOPS

running in outsideprotection modeis unable to determinethesource(s)of theattackbecauseit only knows

the address(es)of the victim(s). Similarly, whena bandwidth attackon MIT is launched, a MULTOPS

running in inside protection modeis unable to determinethesource(s)of theattack.

In eithercase, eachpacket causes at least1 update (in the root node)andat most4 updates(whenthe

treeis unfoldedto level 3 for thatIP address).Thecomplete algorithm is givenin Figure3-3. A router runs

per_ pack et_ex ecut e for eachpacket it receiveson oneof its inputs. Unlessspecified otherwise, we

assumethatMULTOPS-equippedrouters operatein inside protection mode.
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#def ine INSID E_PROTECTION 0
#def ine OUTSIDE_PROTECTION 1
#def ine TO 0
#def ine FROM1
exte rn int thre shol d; /* Thr eshol d for unfol ding */
exte rn int mode; /* INSIDE_PROTECTION or OUTSIDE_PROTECTION */
exte rn Subnet S; /* S is some subn et clos e to this rou ter */
exte rn Node *ro ot; /* roo t of MULTOPS */

per_ pack et_ex ecut e(IP packe t *pac ket)
{

if(m ode == INSI DE_PROTECTION) {
if(p acket is head ing for S)

upda te_ra te(F ROM, pack et-> sourc e_ad dr);
else

upda te_ra te(T O, pack et-> dest_ addr );
} else { /* i.e ., mode == OUTSIDE_PROTECTION */

if(p acket is head ing for S)
upda te_ra te(T O, pack et-> dest_ addr );

else
upda te_ra te(F ROM, pack et-> sourc e_ad dr);

}
if(f oldi ng nece ssar y)

fold ();
}

upda te_r ate(i nt dir ectio n, IPa ddres s ip_a ddres s)
{

Node *no de = root ;
Record *rec ord;
for( i = 0; i <= 3; i++) {

int n = ip_ addr ess[i ]; /* i.e. , i-th byte fro m ip_ addr ess */
reco rd = node ->re cord[ n]; /* i.e. , n-th reco rd from node */
upda te rate [dir ectio n] in recor d /* i.e ., eith er TO or FROMrate up-

date d */
if(r ate[d irec tion ] > thr esho ld)

crea te chil d node;
if(n o child node) /* des cend ? */

brea k;
else

node = reco rd-> child _nod e;
}

}

Figure3-3: Algorithm for MULTOPS
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3.5 Rates

Let ������� betheaggregatepacket ratefrom subnet � andlet ������� betheaggregatepacket rateto � . � is

definedas:

��������� ��������������
In words: ������� is theratio between theaggregatepacket rateto subnet � andtheaggregatepacket rate

from � , asmeasured by a router. BecauseTCP acknowledges the receipt of every 
 packets by sending

back an ACK packet, � will be closeto 
 for all subnets, i.e., packet ratesare symmetric. A router in

inner-protectionmodecansuspect a bandwidth attack fr om oneor moremachineswithin subnet � if � is

toosmall. It cansuspect abandwidthattack on oneor moremachineswithin subnet � if � is toobig. These

thresholds, which we refer to as ������� and ���! #" respectively, influence the router’s sensitivity to detect

bandwidth attacks: if �!����� is too smallor if �$�! #" is too big, attacks might remainundetected.If �%�!�&� is

too big or if �'�! #" is too small,falsepositivesmight result.

3.6 Unfolding

A MULTOPSkeepstrack of packet rateson different aggregation levels. If ������� or ������� in a certain

record ( exceedthreshold ) , theMULTOPS unfolds ( . Record( is unfoldedby creating a child nodethat

keeps trackof aggregatepacket ratesto andfrom subnetswithin � . In Figure3-2, for example, the record

with index 130in theroot nodeis unfoldedinto nodeN130.A recordin a node in level 3 of thetreecannot

beunfolded.

3.7 Example

Suppose MIT’ s edgerouter hastwo interfaces: eth0 for all packets coming from the outside world to

MIT’ s network, and eth1 for packets in the opposite direction. Assumethat this router is running in

outside protection mode.Initially, theMULTOPScontains onenodeonly: theroot node.

A packet with source address18.24.16.27anddestination address130.37.24.4arriveson eth1 . The

first byte of the destination addressis 130, so record 130 is fetched from the root nodeandthe aggregate

packet rate to all subnets with prefix 130.0.0.0/8 is updated. 200mslater, a packet with source address

130.37.24.4anddestination address 18.24.16.27 arriveson eth 0. The first byte of the source addressis

130,sorecord130is (again) fetched from theroot nodeandtheaggregatepacket ratefr om all subnetswith

prefix 130.0.0.0/8is updated. If communicationproceedsnormally, theaggregatepacket rates to andfrom

subnet 130.0.0.0/8will beroughly equal.

A few minuteslater, a bandwidth attack is launchedon 130.37.24.1,130.37.24.2,and130.37.24.3from

a dozen or somachineson MIT’ s network. Theobservedpacket rateto subnet 130.0.0.0/8quickly exceeds
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the threshold; a child is created underroot node’s 130th record. Now every packet comingfrom or going

to the targetedmachinesnot only causesanupdate in record 130 in the root node, but alsoin record 37 in

the child node. As soonasthe packet rateto subnet 130.37.0.0/16exceeds the threshold, another child is

created.Soonthereafter, thatchild createsyetanotherchild. Thislastchild keepstrackof packetratesto and

from singlehosts. If the targeted machines cannot handle the traffic, the packet ratefrom those machines

will be lower than the packet rategoing to thosemachines. This observedasymmetrycausesthe router to

drop all packets going to the threevictims. Theattackis stopped. This block is maintained aslong asthe

attackerskeepsending packets.Notethat legitimatepacketsto those machines arealsodropped.

3.8 Folding

The reverseof unfolding is folding. Folding a record meansdeleting the whole subtreeunder that record.

We saythat therecordis eligible for folding if bothpacket ratesto andfrom subnet � arelessthan ) . The

primarymotivation behind folding is to constrain memoryuseandto avoid (maliciously intended)memory

exhaustion. Several issuesaround folding needto beaddressed:

� How often should recordsin a MULTOPSbefolded?

Compacting canbemade:(1) packet-triggered, (2) time-triggered, or (3) memory-triggered.

Packet-triggered folding meansfolding theMULTOPSfor every � packetsthatpassby. Thismeans

that thefolding frequency increaseswhenthetraffic rategoesup. Sincesomecomputational effort is

associatedwith folding, this is a badideabecausea router should have its resourcesfreefor routing,

not for folding whenpacket ratesgo up.

Time-tr iggered folding meansfoldingtheMULTOPSevery � ms.Obviously, time-triggeredfolding

doesnot have theproblemthatpacket-triggered folding has.Choosing acorrectvaluefor � is tricky,

though. Choosing � too low is badbecausefolding might not be necessaryevery � ms andasa

result, routing slows down unnecessarily. Choosing � too high is dangerousbecausea router may

run out of memorybefore � mshave passed.

Memory-triggered folding meansfolding theMULTOPSwhenits memoryusehits a certain thresh-

old. A variation is to make the folding frequency increaseasthe MULTOPSmemoryusenears the

threshold.

� Which recordsarefoldedandwhich arenot?

Obviously, folding eligible records before otherrecords is best. Finding eligible records canbe ex-

pensive, though. A depth-first search through the whole treeis unattractive whenthe treehasmany

nodes.Compacting should bequick becausepacketskeep pouring in andmaygetdroppedif folding

takes too long.
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If no record in the tree is eligible but folding mustbe doneto avoid memoryexhaustion, then the

foll owing strategiescanbefollowed: (1) fold recordswith symmetricratesbefore recordswith asym-

metricrates,or (2) fold records with low ratesbeforerecordswith high rates.

Section 4.6deals with theseissuesin thecontext of theMULTOPSimplementation.

3.9 Memory exhaustionattacks

An attackermight try to launch amemoryexhaustionattack onaMULTOPS-equippedrouter by causingthe

MULTOPSto branch profusely. Thetwo opposingforcesin suchanattack aretheattacker sending packets

on oneside,andtheMULTOPSfolding partsof the treeon theother side. Theattacker causes nodesto be

created, folding causesthemto be destroyed. Sincea node for subnet � is destroyed whenthe aggregate

packet ratesto andfrom � areboth lessthan ) , theattacker will try to generatea bandwidth higher than )
for asmany different subnetsaspossible. Section4.7dealswith memoryexhaustion attacksin aquantitative

context.
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Chapter 4

Implementation of MULTOPS

4.1 Click

A MULTOPS is implemented as a Click [18] element. Click is a modularsoftware router architecture

developedat theMIT Laboratory for ComputerScience. A Click router is an interconnectedcollectionof

modulescalledelements. Eachelement performsasimple, straightforward tasksuchascommunicatingwith

devices,queueingpackets,andimplementing a droppingpolicy. A Click router is configuredby feeding it

a file written in a languagedesignedto describetheinterconnection betweendifferentelements. Click runs

under Linux asa userprogramor asa kernel module.

Figure4-1showsasimpleClick configurationwith 5 elements. Eachrectangle is anelement; thearrows

representconnections between elements. The arrows indicate the direction of the packet flow between

elements. Elementscanhave 0 or moreinputsandoutputs. FromDevic e, for example,hasno inputsand

1 output; Spl it has1 input and2 outputs.

Incoming packetsaregrabbedfrom a network card(eth0) by FromDevic e. Fro mDevi ce hasone

argument(eth0 ) that tells it whatdeviceto grabpacketsfrom. Depending on its specification, anelement

canhavezero, one,or any numberof arguments.EverypacketflowsthroughCounter whichsimplykeeps

trackof thenumber of packetsby increasinga counterby 1 for eachpacket thatcomesby. Spli t creates

Counter Split(2)FromDevice(eth0)

ToDevice(eth1)

Discard

Figure4-1: SimpleClick configuration
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FromDevice(eth1)

FromDevice(eth0)

ToDevice(eth0)

ToDevice(eth1)

IPRateMonitor RatioBlocker

Figure4-2: Click configurationwith IPRateMonitor

a copy of eachpacket andpushesonecopy on eachof its outputs. Note that thenumber of copiesSpli t

makes(and the number of outputs it has)is determined by the argumentpassed to it. Split pushesone

copy to Disc ard which simply dropseachpacket on thefloor. Theothercopy goesto ToDevice , which

hands thepacket over to a network card(eth1) whereit getssentout.

WhenClick runsasa kernel module, it allows user-level programsto query someelements. Interaction

betweenuser-level programsandClick goesthrough the /pro c file system. For example,the command

cat /pro c/cli ck/C ount er/co unt prints thenumberof packetsCounter hasseensofar. Certain

elements allow their behavior to be influencedin real time by writing to a /pro c file. For example,the

count of Counter canbereset to zeroby executing echo 0 > /proc /cli ck/C ounte r/re set .

Click elements canwrite “annotations” on a packet. An annotationis a per-packet pieceof information

that exists aslong asa packet resides in Click. Annotationsenable elements to pass information to each

other.

More information on Click is available at htt p:// pdos. lcs. mit.e du/c lick .

4.2 IPRateMonitor

A MULTOPS is implemented as a Click elementcalled IPRa teMon itor . Figure 4-2 shows a simple

Click configuration with an IPRa teMon itor . This Click configuration sendsall packetsthatcomein on

eth0to eth1 andvice versa. Every packet is led through IPRateMo nito r andRatio Bloc ker . Col-

laborationbetweenIPRa teMon itor andRati oBloc ker is achievedthroughtwo annotations. Before

IPRa teMo nitor pushesa packet * on oneof its outputs, it annotates* with thepacket rates that * itself

is a part of.

TheRati oBloc ker element implementsbandwidth attack protection. Ratio Bloc ker calculates

� from bothannotationsanddropsthepacket if � violateseither � ����� or � �! #" . Otherwiseit pushesthe

packet on one of its outputs. Thus, Rati oBlo cker distinguishesbetween packets that are part of a

symmetricflow andpackets thatarepartof anasymmetric flow.
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struct Counter

EWMA EWMA struct Stats *
struct Counter*

struct Counter _parent* struct Stats* _prev struct Stats* _next

struct Stats

Figure4-3: Counter andStats

4.3 Data structur e

IPRa teMo nitor is implementedusingtwo str uct s: Counter andStat s .

stru ct Counter {

EWMArev_ rate ;

EWMAfwd_ rate ;

Stats *ne xt_l evel;

};

stru ct Stat s {

Count er *_p aren t;

Stats *_p rev, *_ne xt;

Count er* coun ter[2 56];

};

Stat s *_bas e;
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ClassEWMAimplements an exponentially weighted moving average. EWMAs are used to keep track

of rates. Counter is the C++ equivalent of a MULTOPSrecord. In addition to 2 EWMAs, Counter

containsa pointer to a child node (next_ leve l ) which is NULL if the record is not unfolded andhasa

nonNULLvalueif therecord is unfolded. In thatcase, next _leve l pointsto thechild node. Stats is the

C++ equivalentof a MULTOPS node. It contains256Count er * pointersandsomeadditional pointers.

_bas e is a pointer to theroot node.Figure4-3 showsa schematicrepresentationof bothdatastructures.

4.4 Algorithm

Figure4-4 shows thesimplified codethat is executedfor eachpacket in a router that is operating in inside

protectionmode.Whenapacket is ready, Click wakesup IPRat eMonitor by calling hand le_pa cket .

hand le_p acket calls update with eitherp’s sourceaddressor destination address,depending on the

input thatthepacket arrivedon. After update , it pushes thepacket on thecorresponding output.

upda te startswith a for -loop in which it usesi to extract a specific byte from address . This

byte(x ) is usedto gets->c ounte r[x] (i.e., thex -th record in nodes ). If s-> count er[x ] is NULL, a

Counter is allocatedandassignedto c . In any case, eitherc-> fwd_r ate or c->r ev_ra te is updated.

Finally, it checks for a deeper Stats by looking at c->n ext_l evel . If nonNULL(i.e.,c is unfolded),

anotheriterationis done for c = c-> next_ leve l . Otherwisetheloop is broken.

After execution of the for - loop, c points to the deepestavailable (i.e., unfolded) Counter for this

addr ess . Packet p is annotatedwith c->f wd_r ate and c->r ev_ra te . After that, c is unfolded

if either c->fw d_ra te or c->r ev_ra te is higher than _thre sh . _thre sh is the C++-equivalent

of ) . As long as both ratesstay below _th resh , the Count er remains folded. The i<3 part in the

if -statement prevents thedeepestlevel from being unfolded.

4.5 Unfolding

In anexperiment,anearly implementation of MULTOPSusing memory-triggered folding wassubjectedto

a bandwidth attackthat involved IP sourceaddressesfrom many different subnets. TheMULTOPShadan

imposed memorylimit of +,�- ." . Results show thatthememoryuseof theMULTOPSfluctuates extremely

within a small time scale. This behavior occurs regardlessof the sizeof +/�! #" , provided that the attack

forces theMULTOPSto allocatemorememorythan +0�! ." . Thefluctuationsaretheresultof thefollowing

sequenceof events: if no recordsareeligible for folding, theprocessdivides ) by 2 andtriesagain.After

several iterationsof not finding any records to delete, ) becomesso low that nearly every record in the

treesuddenly becomeseligible for folding; the treecollapses. After that, the treeexpands quickly dueto

incoming packets,violatesthe memorylimit again,andthe cycle starts anew. Theseextreme fluctuations

occur for lessaggressivemethodsof lowering ) , too.

The solution to this problem is to never unfold a record if that would violatethe memorylimit. This
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IPRa teMo nitor ::ha ndle _pack et(i nt inpu t_po rt, Packet *p)
{

if(i nput_ port == 0)
updat e(p- >src _addr ess, p, tru e);

else
updat e(p- >dst _addr ess, p, fal se);

outp ut(in put_ port ).pus h(p) ; /* push pac ket on outp ut inpu t_po rt. */
}

IPRa teMo nitor ::up date (char address[ 4], Pack et *p, bool forw ard)
{

stru ct Stat s *s = _bas e;
stru ct Counter *c;

/* Descend into MULTOPS tree whil e upda ting rate s. */
for( int i=0 ; i<4; i++) {

char x = addr ess[i ];
if(!( c = s->c ounte r[x] ))

c = make_cou nter (s-> count er, x)

if(fo rwar d)
c-> fwd_ rate. upda te() ;

else
c-> rev_ rate. upda te() ;

if(!c ->ne xt_l evel)
bre ak;

s = c-> next _leve l;
}

anno tate_ pack et(p , c-> fwd_ rate, c-> rev_ rate) ;

/* Unf old if nece ssary */
if(( c->fw d_ra te >= _th resh || c-> rev_ rate >= _th resh) && (i < 3)) {

c->ne xt_l evel = new Stat s();
c->ne xt_l evel ->_pa rent = c;

}
}

Figure4-4: Codeexecuted for eachpacket
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policy is a variation of memory-triggered folding andis called the “no-grow” policy. IPRa teMo nito r

follows the no-grow policy. This introducesa problem, though: the treecanno longer unfold any record

after it hasreachedits memorylimit. This condition is called “no-grow lockup”. Thenext section looksat

possible solutionsagainst no-grow lockup.

4.6 Folding

In IPRa teMo nitor , the no-growpolicy is combined with time-triggered folding. Thus,no memoryis

allocatedif thatwouldviolate theimposed memorylimit andtheMULTOPSis foldedevery � mswhatever

its stateis. If a no-grow lockup occurs, it lastsno longer than � ms. Furthermore, thereis no risk of

choosing � too largebecausememorywill never run out. �1�2�
34343 msin IPRateMo nito r .

Thenodesin thetreearekeptin alinkedlist, hence_pre v and_nex t in eachstr uct Sta ts . During

folding,theprocesstraversesthis list of nodesin searchof eligible records(i.e.,recordsfor which ������� and

������� areboth lower than ) ). In an initial implementation, the linked list wasordered suchthat the most

recently updatednodeswerein thefront of thelist andthelongestuntouchednodeswerein theback of the

list. This strategy is basedon theassumption that the longestuntouchednodes weremostlikely to contain

recordseligible for folding andcould, therefore,befoundin thebackof thelist. Keepingthelist orderedin

this fashion required anupdate in thelinkedlist for eachpacket. Thetotal overheadinducedby keeping the

list orderedwasbigger thanthetime gainedduring folding. For that reason, thecurrent implementationof

IPRa teMo nitor simply appendsnew nodesat theendof the(unordered) list. Compacting traversesthe

linked list andinspectseachnodeon records eligible for folding. If no recordsareeligible for folding, then

) is decreasedby 5% andsearching startsagain.

To avoid heavy fluctuationsin memoryuse(asdescribedin section 4.5), folding stopswhena certain

fraction 5 of allocatedmemoryhasbeenfreed. To avoid that nodesin front of the list aremorelikely to

get foldedthannodesat thebackof thelist, theprocessrandomly traversesthe list in forwardor backward

direction. WhenMULTOPS memoryuseis at its imposedmaximumandsuddenly no morepacketsarrive,

its memoryusewill decreaseby afraction 5 every � ms.Thegraphin Figure4-5showsthedropin memory

useafter 1000 attackersfrom 100 subnetsceasetheir bandwidth attack. The y-axis shows memoryusein

bytesandthex-axis showstime in seconds.At 67�98 theattackstarts, at 67�:�
3 theattack stops. �1�2�
34343
and 5;�:�
3 , i.e.,every second 10%of memoryusedby IPRa teMo nitor is freed.

4.7 Memory exhaustionattacks

Section3.9sketchesascenario in whichanattackertriesto runaMULTOPS-equippedrouter outof memory

by forcing the MULTOPSto branch profusely. This section explainshow IPRat eMonitor dealswith

suchattacks.

To keep memoryconsumptionaslow aspossible, IPRat eMonitor only allocatesrecords(Counter
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stru ct s)andnodes(Stats struc t s)whennecessary. Implementing aStat s asanarray of Count er *

pointersasopposed to an arrayof Counter reducesthe sizeof Sta ts from 7180bytesto 1040bytes.

Although keeping thedatastructuresmall is desirablefor many differentreasons,it only stretchesthetime

before a router runsout of memory. It doesnot prevent memoryexhaustion.

Sincenodesrequire morememorythanrecords, the mosteffective way to run IPRat eMonitor out

of memoryis by forcing it to allocatemany nodes. Assumethat theattacker hasinfinite resourcesandis not

constrained by any ingress/egressfiltering. Theattacker runsthefollowing program:

for( l=0; l<=2 55; l++)

for( k=0; k<=2 55; k++)

for(j =0; j<=2 55; j++ )

for(i =0; i<=2 55; i++ ) {

for k(pr ogra m sen ding pack ets with sour ce address i.j. k.l at rate Q+1) ;

if( --ma x_ad dress es == 0)

exi t(0) ;

}

Eachiteration of the innermostloop starts a programthat keeps sending IP packetswith IP sourcead-

dress<.� =>�?
@�BA atrateof )DCE� packetspersecondthroughtheattackedrouter. After forkingoff max_addr esse s

programs,theloopstops. Thisalgorithm mosteffectively maximizesthenumberof nodesin theMULTOPS.
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Theamount of memory( + ) theMULTOPSallocatesin theattackedrouter, asfunction of <.FG=>F#
 , and A , is:

+H�JI�C
KLLLLLM LLLLLN
AO�P
��Q=��93 RTSVU>�W<X�Y�Z�W[4(\CQ]^I_�V�W<`Ca���
AO�P
��a3 RTScbc�d=e�\�fS U �hg484i>�OCP�h]^(\CQg^I_�V�hg484ij�d=Ekf���%C9�W<`Ca���l�
AO�:� RTSVm>�h
n�o�fScbc�hg484i>�OCP�hg^(\CpI_�V�hg484i m �h
Ekf���%Cfg484i
=qCP�W<rCa���l�

RTSVs>�tA��u�fS m �hg484i>�OCv(j�hg484i s �tA@kw���%CQg484i m 
xCQg484i
=yC9�W<`Ca���l�
where I is thesizeof a Stat s (1040bytes)and ( is thesizeof a Counter (28 bytes).

Thegraphin Figure4-6 showsthatanattacker, running theabove algorithm, needs to generatespoofed

packetsat a bandwidth of roughly 16 Gbit/s to make IPRa teMo nitor allocate 128MB of memory, pro-

vided thatthenetwork hasthephysicalcapability to carrythis traffic to thetargetrouter. Thegraph is plotted

for apacketsizeof 34 bytesandfor )z�2�
34343 . Givenamaximumavailablebandwidth andamemorylimit

in a router, ) canbe set to a valuethat ensuresmemorynever to run out. It is safeto concludethat it is

impossible to run IPRa teMo nitor out of memory.

4.8 Measurements

To measure performanceof IPRa teMon itor , a simple Click configuration was run in a Linux kernel

2.2.16on an off-the-shelf PC(Pentium III, 700Mhz, 256 KB cache, 256 MB memory)that sendspackets
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through an IPRa teMo nitor element thatusesthepackets’ IP source addressto index in theMULTOPS.

BogusUDP/IP packets weregeneratedby Click itself to avoid interaction with network cards. Appendix

A shows the Click configuration that wasusedfor thesemeasurements.RoundRobinUDPIPEn cap is

initi alizedwith a setof IP addressesthat it traversesin round-robin fashion to useasIP sourceaddresson

UDP/IPpackets it generates.This simulatesanIP spoofingattacker. IPRa teMo nitor is initi alizedwith

differentvaluesfor MEM_LIMI T, andalways with )Z�93 , i.e.,maximumunfolding.

Thegraphin Figure4-7 shows thenumber of packetsthat IPRat eMonitor canhandle asa function

of its imposed memorylimit. Thegraph shows 5 lines,eachrepresenting thenumberof different IP source

addresseson the packetsflowing through IPRa teMon itor . The actual addressesusedon the UDP/IP

packetsaredeterminedby thealgorithmin section4.7.Forexample,theline labeled“4096addresses”shows

that IPRateMo nito r canhandle roughly 240,000 packets persecond whenit has10 MB of memoryat

its disposal. The packetscomefrom the same4096different subnets aspacketsthat aregenerated by the

algorithm in section 4.7with aninitial valueof 4096for max_addre sses .

From Figure4-7 it is clear that IPRateMo nito r canhandle morepacketswhenits available mem-

ory is less. A small MULTOPSfits in cacheentirely and is, therefore, fast. As the amountof available

memorygrows,sodoesthesizeof theMULTOPS,which makesit too big to fit in cache entirely andcache

missesresult. Theperformanceof IPRateM onito r for 256, 512,and1024 addressesis roughly thesame

(270.000packets/sec). In thesecases,the treeis small enough to fit in cache entirely. For 2048and4096
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addresses,we observe that rateskeepdropping up to a certain, stable point. In both cases, the treegrows

pastthe capacity of the cache. As a result, its performancedropsproportional to the amount of memory

usedby IPRa teMo nitor .

Thegraphin Figure4-8 shows thenumber of CPUcyclesthat IPRat eMonitor consumesperpacket

asa function of its imposedmemorylimit. Thedifferent lines have thesamemeaning asin Figure4-7. An

IPRa teMo nitor consumesmoreCPUcycles whenit is givenmorememory. Most likely, mostof these

cyclesarespent waiting for a memoryfetchafter a cachemiss.

IPRa teMon itor ’s performanceis better whenit haslittle memoryat its disposal. Unfortunately, its

ability to unfold records and, therefore, to precisely determine the source(s)of the attack, is also limited.

Improving the speedof IPRa teMo nitor can be achieved by making the tree consumelessmemory.

Section6 proposesa methodto achieve this.
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Chapter 5

Detectingbandwidth attackswith

MULTOPS

We explore theability of a MULTOPSto detectbandwidth attacks usingtheattack classificationpresented

in section 2.7.

Consider the setupin Figure5-1. � is a Web server,
	

is a single attacker or a group of attackerson

different networks—this will be specified per example. � is a router. The fat lines representlinks with

a higher capacity than the link that is representedby the thin line. � hassomesort of packet dropping

mechanism basedon MULTOPS.| is a benign client or a group of benign clientson differentnetworks.

5.1 Flood and D-Flood

In FloodandD-Floodbandwidth attacks, theattacker sendspacketsusing annonadaptive protocol such as

UDPor ICMP. Theattacker does not spoofIP addresses.

Supposethat
	

starts herbandwidth attack by sending ICMP ECHOREQUESTpacketsto � at a rate

thatsaturatesthe link between � and � . As a result, mostpacketscomingbackfrom � getdroppedin � ;

| ’sbrowserfreezes. � observesanasymmetryin thepacket ratesfrom
	

andto
	

, andanasymmetry in the

packet ratesfrom | andto | . Consequently, � concludesthatboth
	

and | areattackersand,therefore,

drops their packets. In reaction to that, TCP in | backsdown becauseit seesno ACKs coming from � .

Because | is no longersending packets,symmetryis re-establishedand � stopsblocking packetsfrom | .	
, on theother hand,keeps sending packetsand,with that,maintains theasymmetry.

If
	

is adistributedattacker launching a D-Floodfrom � differentnetworks, theneachclient generates

1/� of therequiredbandwidth. � will observeasymmetriesin thepacket ratesto andfrom eachof those�
networks. Consequently, packetsfrom thosenetworksaredropped. Conclusion: a MULTOPSis very well

suited for stopping Flood andD-Flood bandwidth attacks. However, many factors play a role in detecting

D-Flood attacks: the valueof � , how muchbenign traffic there is from those � networks, andthe value
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of �\����� . If � is high, the relative volume of malicioustraffic from that network is small, and,therefore,

theasymmetryharder to detect. Similarly, if a relatively largeshareof traffic from a subnet is benign, it is

hardto detect a maliciously caused asymmetry. Thecloser �@����� is to 1, themoresensitive the routeris to

asymmetries,but thehigher thechance for falsepositives.

5.2 Flood+

In Flood+ bandwidth attacks, the attacker sendspacketsusingan non nadaptive protocol such asUDP or

ICMP. TheattackerspoofsIP addresses,which is only possible if sheis notbehind aningress/egressfiltering

edgerouter.

The attacker can launch a successful Flood+ bandwidth attack if sheuses | ’s addressfor spoofing.

� observesan asymmetryfrom (what � thinks is) | andsubsequently drops all packetscomingfrom | ,

including packetsthatarereally sentby | .

A router in outer-protectionmodedeployedon theedgeof
	

’s network will detect theattackon � be-

causethatrouterobservestheasymmetrybetweenpacketsgoing to � (many) andpacketscomingbackfrom

� (few or none at all). Conclusion: a MULTOPS-equippedrouter canonly stop Flood+attacks if deployed

on (or closeto) the attacker’s network. More generally, a distributed approach, i.e., having MULTOPS-

equippedroutersspreadout over theentire Internet, increasestheability of thesystemasa wholeto detect

distributed bandwidth attacksthatuseIP spoofing.

5.3 Stealth

In Stealthbandwidth attacks, the attacker sendspackets using an adaptive protocol; mostlikely TCP. The

design of MULTOPSmakesit unsuitableto detect this typeof attack.
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An attacker canopenmany normal TCP connections to a server and let eachconnection download a

big file. If theresulting traffic constitutesanoverload, thenall TCPconnectionswill slow down, including

benign TCPconnections to that server. Deploying MULTOPS-equippedrouters on the attacker’s network

doesnot stoptheattack either, sincethis attackcausesno asymmetry.

Thereareseveral waysto adapt asystemwith aMULTOPSto makeit moresuitable for detectingStealth

bandwidth attacks.

� Rate-limit certain clients whentotal bandwidth nears threshold.

Insteadof looking at ratios only, a MULTOPS could easilykeeptrack of the total bandwidth going

through the router. As soonasthe total bandwidth exceeds a certain threshold, the router canrate-

limit clients that consumemostbandwidth, the clients that have most connections, the clients that

showmost asymmetric behavior, or even based on the payload of packets. The aggressivenessof

this rate-limiting cangrow as the total bandwidth nearsthe maximumbandwidth. This strategy is

similar to RED [19] andturnsMULTOPSinto a dropping policy based on packet rate(a)symmetry.

Legitimateclients thatusea high bandwidth will not like this, though.

� Createa server API.

A router could aska server how it is doing. In theevent that theserver lets therouter know it cannot

cope with all the traffic it receives,the router canrate-limit or completely drop traffic to that server.

Of course, communicationbetween routersandservers needs to go over a different link than theone

under attack; a phoneline, for example.

� Communication betweenrouters.

Whether or not a suspectedvictim is really under attackcanbe determinedwith greater precision if

MULTOPS-equippedrouters cansend(parts of) their MULTOPSto otherrouterswho compare this

datato thecontentsof their own MULTOPS.This introducesseveral problems,though. Communica-

tion cannot bedonethroughflooded links,andattackerscanforge this dataandsendit to routers,too.

Out-of-bandcommunication providesa solution to both problems.

5.4 D-Stealth/Flashcrowd

In D-Stealthbandwidth attacks, theattackersendspacketsusinganadaptiveprotocol; mostlikely TCP. The

attacker doesnot spoof IP addresses.Becausea MULTOPSsearchesfor asymmetriesto detect attacks, it is

not suitable to detect attacks thataremountedusinganadaptive protocolssuchasTCP.

Unlike a Stealthattack, a MULTOPS-equippedrouterdeployed on the victim’s network cannot detect

the attack, sincetraffic flows aresymmetric and, therefore, inconspicuous. A Flashcrowdis similar to a

D-Stealthattack, but moredistributedthana D-Stealthattack.
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5.5 SYN flooding

SYN floodscanbestoppedby arouter becauseeachSYN requiresaSYN/ACK to besent back,which is the

kind of symmetry aMULTOPSexpects. If anattacker keepssending SYN packets without any SYN/ACKs

comingback,theattackbecomessimilar to a Flood. Thecapability of a MULTOPSto detect a SYN flood

strongly depends on the values of �_����� and ���- ." , though. A short explosion of SYN packets may be

enough to run a server out of TCP control blocks, but may be too short for the MULTOPS to detect the

asymmetry.
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Chapter 6

Futur ework

We suggest thatthefollowing issues arefurther explored.

Make unfolding � -trig gered, not ) -triggered. Currently, arecordunfoldsif thepacket rateexceedsthresh-

old ) . A single packet rateis not an indicationfor anattack, though; asymmetryis. Thus,if packet

rates areasymmetric, therelevant recordsshould beunfolded. Carehasto betaken, though, that this

changedoes not make theMULTOPSmorevulnerableto memoryexhaustion attacks.

Look into application-dependentand level-dependent thr esholds. By making ) , � ����� ,
and � �! ." applicationdependent,arouter’soverall sensitivity to attackscanbeimproved. In addition,

since average packet ratestend to be lower in deeper levels of the tree, making thresholds level-

dependent is anobvious improvement.

Handle delayed ACKs correctly. TCPwaitsashorttimebetweenreceivingapacket andsending anACK.

If, in that period, oneor morepacketscomein, thenTCPacknowledges only this last packet. This

invalidates the assumption that traffic ratesaresymmetric. This problem can be solved by setting

�/�!�&� and �\�! ." suchthat the MULTOPSaccepts asymmetric connections. Unfortunately this will

alsoseverely degradethesensitivity to attacks.

Look into differ ent folding strategies. Currently, the whole treeis searchedfor eligible records. Search-

ing stopswhena certain fraction 5 of memoryis freed. If the attacker managesto blow up the tree

faster than folding canreduce it, thenmemoryexhaustion might result. Fraction 5 andthreshold )
should increaseasthe total memoryusegetscloser to its imposed maximumto make folding more

aggressive. Another (additional) methodis to make thefrequency of time-triggeredfolding increase

asthetotal memoryusegetscloser to its imposedlimit.

Do more on Stealth bombs. Stealthbombsarea MULTOPS’Achilles heel. Section5.3 proposesseveral

ideas to make MULTOPSbetter in detecting Stealthbombs,but moreresearch is needed.
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Impr ove performance. To improve cache performance, level 0 and level 1 of the treecanbe combined

into a two dimensionalarraywheretherow is chosenbasedon thefirst byteof anIP address andthe

column basedon thesecond byteof anIP address.

IPv6. With smalladaptations, IPRateM onito r canbemadesuitable for IPv6. Its memoryrequirements

aredifferent,though.

Asymmetric routes. If routesarenot symmetric,thenroutersneed to exchangeinformation to find asym-

metries. For example, if a network hasone router for all incoming traffic and one router for all

outgoing traffic, thentheseroutersneedto exchangedatato detectasymmetries.
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Chapter 7

Conclusion

This thesis proposesa bandwidth attackdetection mechanismwhereinroutersmonitor traffic andconsider

a subnet to be under attackwhen the packet rate coming from a subnet is disproportional to the packet

rategoing to that subnet. A MUlti-Level Treefor Online Packet Statistics (MULTOPS)is a datastructure

suitable for keeping track of packet ratesto andfrom different subnetson different aggregationlevels. A

MULTOPScanbeused to detect incoming or outgoing bandwidth attacks.

A MULTOPSis suitable for detectingbandwidth attacks that aremounted using unadaptive protocols

suchas UDP and ICMP. This covers all February 2000 attacks. To our knowledge,no suchdetection

mechanism hasbeenproposedyet. In somecasesa MULTOPSis suitableto detectbandwidth attacks that

aremounted using adaptiveprotocolssuchasTCP. Depending on theattack, aMULTOPScanpoint out the

sourcesof theattack. It is exceedingly difficult to run a MULTOPS-equippedrouter out of memory.

Measurementsshowthat the performanceof a MULTOPS is primarily influencedby the size of the

cache andthenumbersof IP sourceaddressesinvolvedin theattack.
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Appendix A

Click config file for performance

measurement

is :: Infin iteS ourc e(<00 0000 00111 1111 1222 22222 3333 33334 4444 4445 555>,

50000 00, 1);

udpg en :: RoundRobinUD PIPEncap (

0.0. 0.0 1234 1.0. 0.2 1234 1,

1.0. 0.0 1234 1.0. 0.2 1234 1,

2.0. 0.0 1234 1.0. 0.2 1234 1,

...

254. 0.0.0 1234 1.0. 0.2 1234 1,

255. 0.0.0 1234 1.0. 0.2 1234 1,

0.1. 0.0 1234 1.0. 0.2 1234 1,

1.1. 0.0 1234 1.0. 0.2 1234 1,

2.1. 0.0 1234 1.0. 0.2 1234 1,

...

254. 1.0.0 1234 1.0. 0.2 1234 1,

255. 1.0.0 1234 1.0. 0.2 1234 1,

... etc.. .

);

is -> udpge n ->

Cycl eCount(0) ->

rm :: IPRat eMonitor (PACKETS, 0, 1, 0, <MEM_LIMIT>) ->

Cycl eCount(1) ->

st :: Store Cycl es(0 ,1) ->

co :: Count er -> Disca rd;
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Appendix B

Netmasks

Therearetwo different notations for network prefixes. The first is ���?�c�BSc�B����
@�BAX������I where ���?�c�BS^�B� is an IP

address,and 
@�BAX������I is a netmask. The resultof a logical AND operation between the IP addressandthe

netmask is theprefix of all IP addresseson anetwork. For example, on network �����?g^[j����g4]��?i4�>��g4848��?g�848��B3j�B3 ,
all addresseshave prefix �����?g^[j�B3��B3 .

The second notation—the oneusedin this thesis—is ���?�c�BSc�B���c� , where ���?�c�BS^�B� is an IP addressand �
denotesthenumberof all-one-bits. If � is lessthan32 (i.e., the total number of bits in anIP address)then

it is right-padded with zeroes. The result of the a logical AND operation between���?�c�BS^�B� and the zero-

paddednetmaskis theprefix of all IP addresseson a network. For example, on network �����?g^[j����g4]��?i4�>����i ,
all addresseshave prefix �����?g^[j�B3��B3 .
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